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Many advancements in recommender systems (RecSys), specifically sequential and session-based recommen-
dations originated from Natural Language Processing (NLP). A recent NLP development is the Transformer
architecture, which shows promise in RecSys applications with techniques like Bert4Rec. In 2021 NVIDIA
introduced the Transformers4Rec (T4Rec) framework using the HuggingFace Transformers library to bridge
NLP and the realm of RecSys. Their research focused on session-based next-click predictions on smaller
e-commerce, and news datasets. We adapted T4Rec to the larger Ekstra Bladet News Recommendation Dataset,
and explored model performance with different configurations, including the addition of textual embeddings,
and metadata of the articles, as well as the impact of different dataset sizes.Our results showed significant
improvements in model performance from the addition of vectorized textual representations and validated the
assumptions regarding larger data volumes from NLP. In our comparison of model bases we found that GPT-2
outperforms XLNET. Lastly we identified several challenges when working with T4Rec.

1 INTRODUCTION
In the digital era of e-commerce and social media, personalizing the user journey is essential
[19]. Although recommender systems have long existed, the recent surge in data volume and
system complexity demands enhanced recommendation methods. Traditional models, such as factor
models [9, 11] and neighborhood methods [24], decompose the user-item interaction matrix into
𝑑-dimensional vectors for each item and user. This transforms the recommendation problem into
one of matrix completion, where missing entries are inferred using the dot product of corresponding
user-item latent factors.

With the availability of more granular user behavior logging, session-based recommenders were
introduced, especially for scenarios where users tend to produce more than a few interactions
within their journey. This approach utilizes user behavior as a sequence, similar to the natural
language processing (NLP) domain. Consequently, methods used in NLP have been adapted to
session-based recommendation settings. Initially, Recurrent Neural Network (RNN) based methods
were introduced [8]. Following the breakthrough in sequential data modeling by [30] with the
introduction of Self-Attention based Transformers, these methods were naturally applied to session-
based recommendations [26].

While transformer-based model architectures have enabled the development of higher-capacity
models and improved data augmentation and training techniques for sequential recommendations,
their primary applications continue to be in NLP and Computer Vision (CV). Recognizing the gap in
tooling for applying transformers to recommendation use cases, [4] introduced Transformers4Rec.
This open-source library, built on HuggingFace’s Transformers library [31], aims to bring the
advancements of NLP-based transformers to the recommender system community, making these
techniques accessible for sequential and session-based recommendation tasks.

While the Transformers4Rec framework was originally evaluated in the e-commerce and news
domains, where session-based recommendation is highly suitable, the authors primarily focused
on simple features like tokens (item IDs), categorical, and continuous features representing item
and time domains. They did not extensively utilize more expressive features, such as vectorized
textual representations of news articles. Additionally, the datasets used had a relatively low number
of sessions, with mean impressions per session ranging from 2.69 (ADRESSA news [7]) to 5.49
(REES46 eCommerce [6]).
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To validate the relevance of the proposed framework, we apply it to the 2024 RecSys recommen-
dation challenge. Specifically, we adapt the session-based recommendation model to the Ekstra
Bladet News Recommendation Dataset (EB-NeRD) [29]. This dataset includes approximately twice
as many articles and 80 times more impressions than the previously evaluated G1 news [3] dataset.
We expand the original framework by incorporating more expressive features, such as article

textual embeddings, and examine the importance of features beyond the token level. Given that
vector-type features have been successfully integrated into recommender systems with beneficial
results [16, 34], exploring these capabilities is crucial for evaluating the framework’s relevance in
the current recommendation-systems landscape.

Given the larger dataset, we discuss the importance of dataset size for transformer-based model
architectures by comparing model performance trained on different data subsample sizes. Addition-
ally, we compare session-based recommender systems based on different pre-training strategies
and contrast them with alternative deep neural network-based recommender architectures.

2 RELATEDWORK
Our work primarily builds upon the Transformers4Rec framework introduced by [4]. Transform-
ers4Rec excels at not just modelling, but pre-processing, and model serving by integrating with
NVIDIA’s Merlin stack [27], for GPU-accelerated tabular data processing with NVTabular [17] and
the Triton inference server [18]. However, the framework mainly focuses on tabular data. There
are also alternatives that offer comprehensive transformer-based recommendation frameworks
with different feature support and extensive modularity.

SSLRec [22] is designed to provide a standardized, flexible, and comprehensive framework for
assessing various Self Supervised Learning (SSL)-enhanced recommenders. Boasting a modular
architecture, SSLRec enables users to effortlessly evaluate advanced models. It includes a complete
suite of data augmentation and self-supervised learning tools, facilitating the creation of custom SSL
recommendation models. Additionally SSLRec streamlines the training and evaluation processes,
ensuring consistency and fairness across different models. The platform encompasses a wide array
of state-of-the-art SSL-enhanced recommendation models applicable to diverse scenarios, thus
empowering researchers to assess these advanced models and promote further progress in the field.
GPT4Rec [12] is a different recommendation framework that utilised generative models. It

generates hypothetical "search queries" based on the titles of items in a user’s history, and then
retrieves items for recommendation by searching these queries. This framework enables model
learning both user and item embeddings within the language space. To effectively capture user
interests across different aspects and granularities, authors propose a multi-query generation
technique utilizing beam search. These generated queries serve as interpretable representations of
user interests and can be used to recommend cold-start items. Experiments conducted by authors
demonstrated that multi-query generationwith beam search enhances both the diversity of retrieved
items and the coverage of a user’s varied interests.

It is clear current state-of-the-art (SOTA) recommendation systems are not limited to tabular data
and require extensive flexibility in their development. Evaluating any framework on more intricate
data sizes and diverse feature scenarios is crucial for objectively assessing their capabilities.

3 METHOD
3.1 Using Transformers for next-click prediction
Transformers have shown great promise in recommendation systems by leveraging self-attention
to catch complex, long-range dependencies in user-item interactions. This helps in understanding
user preferences even in large-scale, sparse datasets. Unlike static models, transformers encode
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Fig. 1. Transformers4Rec pipeline overview [4].

sequential user behavior, capturing intricate patterns and contextual information, thus enabling
more personalized and accurate recommendations.
Models like BERT4Rec [26], which use masked language modeling for next item prediction,

demonstrate significant improvements over traditional methods like collaborative filtering and
RNNs. Transformers’ scalability and efficiency make them ideal for modern recommendation tasks.

Mathematically, the self-attentionmechanism is defined for an input sequence𝑋 = [𝑥1, 𝑥2, . . . , 𝑥𝑛].
Attention scores are computed as Attention(𝑄,𝐾,𝑉 ) = softmax

(
𝑄𝐾𝑇

√
𝑑𝑘

)
𝑉 , where 𝑑𝑘 is the key vec-

tor dimension. This allows each sequence element to attend to all other elements, capturing
dependencies regardless of their distance in the input.
In recommendation tasks, let 𝑋𝑢 = [𝑒𝑢1 , 𝑒𝑢2 , . . . , 𝑒𝑢𝑛 ] be the user’s interaction embeddings. The

transformer computes 𝑍𝑢 = Transformer(𝑋𝑢) to predict subsequent interactions or ratings. With
positional encodings, layer normalization, and feed-forward networks, transformers learn nuanced
user behaviors, enhancing recommendation accuracy.

3.2 Next-Click Prediction for Ranking Application
Ranking systems tailor item lists for users based on multiple factors, used in contexts like web
search and decision support. While simpler methods like TF-IDF [25] or BM25 [23] exist, modern
systems use advanced methods including neural networks [2, 13, 20].

These systems often involve multiple layers for precision and efficiency. Initially, a candidate list
𝑁candidates is retrieved using efficient methods from a larger database 𝑁database, followed by complex
methods to evaluate and rank these candidates.

Typically, relevancy is measured using a pairwise approach [10, 14, 33], requiring 1 ×𝐶 compu-
tations for each candidate 𝐶 . Applying next-click item prediction for ranking is computationally
expensive due to the need for softmax over all dictionary items 𝐷 (Item1..𝐷 ), similar to challenges
in NLP where negative sampling [15] mitigates this issue.

Transformer-based next-click models can consider in-view items with modifications, like serving
as a base for a Two-Tower system [1] or masking non-candidates before applying softmax:

∀ item ∈ All Items, if item ∉ Candidates, then set candidate = −∞
In our experiments, we discarded the two-stage setting and evaluated the model by returning

scores for top-k items within a next-click prediction setup.

3.3 Transformers4Rec Framework Overview
The Transformers4Rec framework is a comprehensive pipeline for creating transformer-based
recommendation engines, optimized for NVIDIA’s Merlin stack [27].

For data preprocessing, categorical features are assigned IDs and processed as one-hot vectors or
embeddings. Both categorical and continuous features are normalized and combined into a single
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feature vector, aggregated via concatenation merge. Specifically, if each session 𝑠 (𝑢 ) is represented
by 𝑛𝑢 items, 𝑥 (𝑢 ) = 𝑥 (𝑢 )

1:𝑛𝑢 , and 𝐼 feature sequences 𝑓
𝑢 = {𝑓 𝑢𝑖,1:𝑛𝑢 : 𝑖 ∈ 1, . . . , 𝐼 }, then:

Concatenation Merge: Concatenating the item ID feature 𝑥 (𝑢 )
𝑘

with other features:

𝑚𝑘 = concat(𝑥 (𝑢 )
𝑘
, 𝑓

(𝑢 )
1,𝑘 , . . . , 𝑓

(𝑢 )
𝐼 ,𝑘

)
For the inclusion of pre-trained embeddings as a feature, we modify the provided preprocessing

pipeline by adding textual embeddings as additional features to be considered by the model. Each
item is assigned an index in a table of pre-trained embeddings. During forward propagation,
the randomly initialized embedding values are replaced with the pre-trained ones. Specifically,
if 𝐸pretrained represents the table of pre-trained embeddings, and 𝐸random represents the table of
randomly initialized embeddings, the embedding for item 𝑖 , 𝑒𝑖 , is given by:

𝑒𝑖 = 𝐸pretrained [𝑖], if pre-trained available
𝑒𝑖 = 𝐸random [𝑖], otherwise

To handle the continuous stream of user interactions, which increases dataset size and computa-
tional demands, incremental retraining is employed. Data is split into time windows 𝑇 (one day
for e-commerce, one hour for news). Evaluation for time window 𝑇𝑖+1 uses training sessions from
[𝑇1, . . . ,𝑇𝑖 ].

4 EXPERIMENTAL SETUP
4.1 Data
Origin.
We utilize the Ekstra Bladet News Recommendation Dataset (EB-NeRD), a large-scale Danish dataset
created by Ekstra Bladet to support advancements and benchmarking in news recommendation
research. EB-NeRD contains over 2.3 million users and more than 380 million impression logs from
Ekstra Bladet. Additionally, it includes a collection of more than 125,000 news articles, enriched
with textual content features such as titles, abstracts, and bodies. This dataset provides text features
in a low-resource language for context in recommender systems.
The dataset is derived from user impressions, where a list of in-view articles (candidate clicks)

and actual clicks are recorded for each user. In addition, a history of user-clicked items is provided,
along with impression metadata such as article read time, device type, and timestamp.

Dataset days items sessions interactions sessions length (avg)
G1 news [3] 16 46,027 1,048,556 2,988,037 2.84
ADRESSA [7] 16 13,820 982,210 2,648,999 2.69
EB-NeRD [29] 35 78,552 12,687,583 245,408,020 19.34

Table 1. Comparison of dataset sizes previously used to evaluate the Transformers4Rec framework versus
the novel dataset.

Adaptation.
Since the Transformers4Rec framework requires sessions for training, with each session including
at least two impressions, we had to preprocess the dataset into the correct format. We combined
the impressions dataset with user history and then created artificial sessions by dividing all user
impressions into smaller sessions, each containing at least two and at most 20 impressions. This
resulted in 12,687,583 sessions, with an average of 19 impressions per session.
We then grouped each session by timestamp and split them into daily sessions. In total, the

dataset spans 35 days of impressions, which we divided into training and validation sets with a 90%
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and 10% split, respectively. Although the provided dataset offered a test split with the objective of
ranking in-view articles, the correct labels were not available as we conducted our experiments
during the ”RecSys Challenge 2024” competition. To enable more efficient iteration, we created our
own test set. We trained our model on the first 34 days and reported the final metrics on the 35th
day. While the original problem presented within the test set was to rank in-view items using user
history, we modified the goal to next-click prediction to suit the newly created test set setting.

Features used.
On top of the standard categorical/continuous features we also used article IDs to assign them
trainable embeddings - similarly to assigning embedding for tokens in the NLP setting.
Recognizing that pre-trained embeddings have been successfully introduced as features to

recommender systems [16, 34], we also extended the original Transformers4Rec framework by
including pre-trained text embeddings constructed using the BERT language model [5] as an input
feature.

4.2 Ablation Studies
To verify the importance of additional signals within the data, as opposed to training the model
only on token-level information, we conducted several experiments. We evaluated models trained
using different combinations of features: tokens (article IDs) alone (tokens), tokens combined
with continuous and categorical features (tokens+feats), tokens combined with continuous and
categorical features along with textual embeddings (tokens+feats+embs), and tokens combined with
text embeddings (tokens+embs).

Furthermore, understanding that the performance of transformer-based models grows with the
number of parameters, which commonly require a substantial amount of data for proper training
[21, 28], we conducted experiments by training the model on different subsamples of the dataset
(10%, 50%, and 100%) to validate whether the same assumptions from the natural language modeling
domain hold true in the recommendation domain.

To identify the best training strategy for transformer architecture-based recommender systems,
we also compared masked language modeling (MLM) in the encoder setting against next-token
prediction in the decoder setting. Given that it is unclear if the MLM-based approach is optimal for
our data, we experimented with both. Specifically, we compared two different model bases: XLNet
[32] and GPT-2 [21], while keeping the rest of the modeling pipeline constant, with differences
only in the head of the recommender model.

We conducted these experiments using multiple setups, utilizing NVIDIA K80 and NVIDIA A6000
GPUs. The memory in these machines ranged from 16GB to 60GB of RAM.

4.3 Evaluation Metrics
To evaluate the performance of recommender systems, we employ multiple metrics. Primarily, we
use Normalized Discounted Cumulative Gain (NDCG) and recall at various top-k stages to assess
the prediction of next-click. All experiments are conducted with multiple runs, and we report the
mean of the results.

5 RESULTS AND DISCUSSION
5.1 Feature Impact on Model Performance
When evaluating the importance of different feature type combinations (Table 2), we find that
adding article metadata features only improves metrics by approximately 2%. In contrast, the
inclusion of pre-trained textual embeddings almost doubles the overall metrics. This significant
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improvement is because pre-trained text embeddings provide much richer information regarding
article similarity and sentiment compared to randomly initialized embedding vectors.
Although adding pre-trained embeddings slightly increases the model’s parameter size, the

trade-off between the number of parameters and model performance is highly favorable compared
to training on tabular features alone. This demonstrates the substantial impact that pre-trained
textual embeddings have on enhancing model performance.

Features combination Model size (parameters) NDCG@ 10 Recall @ 10 NDCG@ 20 Recall @ 20
tokens 35,421,632 0.372 0.582 0.402 0.701
tokens+feats 35,427,803 0.379 0.587 0.409 0.706
tokens+emb 37,123,072 0.667 0.693 0.673 0.717
tokens+feats+emb 37,128,917 0.678 0.706 0.685 0.732
Table 2. Comparison of model performance trained on different feature combinations and model sizes. The
models were trained using XLNet with 100% of the training set.

5.2 Dataset size importance studies.
To evaluate the importance of dataset size for transformer-based recommender systems, we compare
different model setups on multiple dataset subsample sizes. Specifically, we use XLNet trained on
tokens+feats and tokens with 10%, 50%, and 100% of the dataset subsamples. As shown in Figure 2,
while the addition of more complex features results in slight improvements in metrics, using larger
datasets leads to significant jumps in model performance.
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Fig. 2. Train dataset subsample size influence to
model performance. The models were trained using
XLNet with tokens and tokens+feats feature combina-
tions.
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XLNet model trained on 100% of data using tokens as
features.

This indicates that transformer-based recommender systems, much like transformer-based NLP
systems, benefit considerably from larger datasets.
This relationship is further illustrated in Figure 3, where we depict the relationship between

training loss per epoch and session count per epoch. As we train the model on continuous data
binned into day-level timestamps, some days have less data than others. Since each day contains
different items due to the nature of the news domain, this size difference impacts the model’s
performance.

5.3 Model’s base influence to model’s performance
The results in Table 3 show that GPT-2 based models outperform XLNet based models, despite
having fewer overall parameters. Although XLNet surpasses GPT-2 in various NLP benchmarks [35],
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Model Model size (parameters) NDCG@ 10 Recall @ 10 NDCG @ 20 Recall @ 20
XLNet tokens+embs 37,123,072 0.169 0.225 0.181 0.272
XLNet tokens+feats+embs 37,128,917 0.205 0.265 0.217 0.312
GPT-2 tokens+embs 36,338,944 0.259 0.333 0.273 0.392
GPT-2 tokens+feats+embs 36,344,789 0.341 0.467 0.362 0.551

Table 3. Comparison of model performance trained with different model heads (GPT-2 and XLNet). Evaluated
on 10-th day of timesteps.

it is unclear whether the encoder vs. decoder-only training strategies or the model architectures
are influencing this performance discrepancy. To make definitive claims, more extensive studies
are required. However, based on these preliminary results, we can identify the clear advantages of
GPT-2 based architectures over XLNet.

5.4 Challenges of working with Transformers4Rec library
During our studies, we encountered several challenges with the Transformers4Rec library, primarily
due to insufficient documentation. While examples are provided, the overall guidance is lacking,
making it difficult to translate domain knowledge from commonly used frameworks like PyTorch,
Jax, or TensorFlow to NVIDIA’s Merlin stack.

The data preprocessing with NVTabular posed significant challenges, particularly given its design
assumption that computations occur on GPUs. Handling large datasets with limited computational
resources necessitated either multiple GPUs or dataset partitioning, complicating the process and
potentially affecting metric accuracy due to per-partition aggregations. Additionally, extending
NVTabular and transformer models to include non-tabular features, such as pre-trained textual
embeddings, proved to be complex. The library’s nature as a wrapper over other frameworks further
hinders rapid iteration, often requiring source code modifications.

6 CONCLUSION
In this paper, we explored the application of the Transformers4Rec framework to enhance rec-
ommender systems, specifically targeting the Ekstra Bladet News Recommendation Dataset, a
significantly larger and more complex dataset compared to those used in prior work. Our experi-
mental results validated several key insights:

• Including textual embeddings, considerably improved model performance. It nearly doubled
the performance metrics compared to models trained on token-level information alone.

• Larger datasets substantively benefit transformer-based recommender systems. Our experi-
ments indicated clear improvements in performancemetrics as the training set size increased,
reinforcing that Transformer architecture thrives in the large-volume-data regime.

• Contrary to the results from the original paper [4], we found that GPT2 architecture with
NTP objective outperforms XLNet with MLM.

• While the Transformers4Rec framework holds promise, we identified several challenges,
particularly around documentation, adaptability, and computational requirements.

Our findings suggest several directions for future work. First, more extensive studies should be
conducted to confirm our results, as our evaluation was limited to a single novel dataset. Exploring
different model configurations and performing comprehensive hyperparameter tuning could yield
better results. Additionally, future work should consider incorporating pre-trained embeddings
from domains other than text, such as vision, to fully evaluate the importance of expressive features
in session-based recommender systems.
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A DATASET SIZE INFLUENCE ON MODEL’S PERFORMANCE

Dataset subsample size
Features combination 10% 50% 100%
tokens 0.063 0.185 0.267
tokens+feats 0.062 0.164 0.281

Table 4. Dataset size influence on model’s performance. The model was trained using XLNet. Reported
metric is NDCG@10.
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